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Abstract—While new concepts of data analysis bring new oppor-
tunities for technological and societal evolution, they also present
challenges with respect to privacy. Misconduct on personal data
usage, particularly of biometric data, may lead to expose it to
identity thieves or unfair practices. It is necessary to define limits
to the usage of personal data, involving the user actively in the
process of defining and controlling their own data as it is gathered
in the EU data regulation (GDPR). It includes the right for the
user to be informed about the actual use of the data, as it is called
notice and choice. In recent decades, security and privacy design
aspects were analysed and incorporated as building blocks for IT
systems, and now some aspects are mandatory in standardisation
and certification procedures. As a first step towards a Protection
Profile in biometrics meeting GDPR requirements, in this paper
we propose new privacy enforcement concepts and essential
privacy requirements to achieve the goal of designing user-centric
and self-determined privacy management in mobile biometrics.

Keywords–GDPR; privacy; biometric data; sensible data; in-
formed consent; transparency.

I. INTRODUCTION

After data breach public scandals, such as Cambridge
Analytica and Facebook, or the mainstream adoption of Home
Voice Assistants [1], [2], [3], there is increasing social alarm
concerning uncontrolled acquisition of personal data. Concerns
about privacy rose some time ago, since social and individual
liberties are attached to sensitive data, such as biometric data,
as Lane, Stodden, Bender and Nissenbaum (2014) clearly
expose about informational data and privacy [4].

The European General Data Protection Regulation (GDPR)
[5] undermines practices carried out by organisations regarding
the use of personal data and sets rules on informational privacy.
This regulation defines the rights of the owner of the data, as
well as the obligations for organisations responsible for the
acquisition, processing and maintenance of the data. Regarding
the treatment of sensitive data, the regulation is very strict
and precise with the rights that the user has over them.
For instance, processing personal data in categories, such as
political opinions, religious beliefs, and ethnicity is prohibited.
Moreover, GDPR includes the right to control the data, so
individuals have the right to object to the processing of their
data, unless the organisations demonstrate the contrary for
legitimate reasons [6] and [7]. This implies that individuals
must be informed about the use of their data and the organ-
isations must provide the means for the identification of the
data once they are in storage. This regulation presents concepts
on data protection, e.g., purpose binding, data minimisation,

transparency, information security and individual’s rights by
means of consent [7] and [5].

Some aforementioned principles are gathered in the Fair
Information Practice Principles (FIPPs) introduced in the 70s
by the U.S. government, as well as in several previous data
protection laws of European countries. However, the terms are
inefficient in providing users power over their personal data.

In the case of GDPR, one can claim that the term Consent
will be a building block in the development of IT systems for
years to come. The regulation obligates mandatory demonstra-
ble consent for certain purposes, and it can be withdrawn at
any time [5]. In short, the user has the right to access, delete,
customise and choose which personal data are shared without
the current tedious bureaucratic process, or simply having no
option to carry out these actions after having given consent.
Moreover, the regulation sets the user’s right to obtain a copy
of the data (Data Portability), to be informed, and to object if
he/she does not agree with the use of his/her data. In summary,
GDPR is crucial for personal data processing, thus having
an economic impact on companies’ procedures. It should be
mentioned that there are guidelines and methodologies of data
protection models embracing GDPR from a legal point of view,
such as the Standard Data Protection Model published by the
German data protection authorities (DPAs) [8].

With respect to the research agenda, on biometric data
protection and for data holders, it can be summarised in the
following domains: biometric devices, extraction and repre-
sentation of biometric data, privacy, design of trusted systems
[9]. However, for the sake of our scope, we focus our atten-
tion on the last two domains. The former refers to limiting
risks of privacy and civil liberties, whilst offering policies to
enable robust biometric systems. The latter refers to design of
transparent and fair systems for user acceptance accomplishing
social norms. Thereby, new technical mechanisms to limit
personal data usage, and likewise, guidelines in technical im-
plementation of informed consent are urgently to be developed
to translate data accountability into an increasing volume of
businesses.

Biometric data pose key privacy questions as are sum-
marised by Bustard (2015) [6], e.g., what biometric data are
being gathered and by whom? Are data being used solely for
the purpose for which it was gathered? Misuse of biometric
data is extremely dangerous to user privacy. Biometric systems
can reveal health conditions of users, and uniquely identify
users by means of de-anonymising or linking information,
among other examples of hazards.
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For this reason, research communities across different
disciplines have discussed the privacy issue for several years.
Proposals of Artificial Intelligence (AI) governance models for
AI frameworks or standardisation of ethics in AI are under
development [10] and [11]. Additionally, solutions to improve
IT systems, privacy-enhancing technologies, and mechanisms
to embed GDPR requirements, are all being studied in several
European research projects. Technologies on Identity Manage-
ment or Access Control are covered in European projects, e.g.,
PaaSword [12] or CREDENTIAL [13]. In the specific case of
Biometrics, there is ReCRED which seeks to improve access
control solutions relying on the uniqueness of biometrics [14]
and AMBER (enhAnced Mobile BiomEtRics) [15], which
addresses current issues facing biometric solutions on mobile
devices. This includes new methods for user data privacy
protection, to provide data anonymity and usage transparency
with user-centric data management, and to implement informed
consent by organisational and technical means.

In a large part of published documents in standardisation,
security requirements are limited to evaluate risks in aspects,
such as Confidentiality, Integrity, Authenticity, Availability and
the latest added design aspect: Privacy-by-Design. For the
aforementioned reasons on the relationship between privacy
and biometric data, privacy-preserving design aspects besides
those well-known (Anonymity, Unlinkability, Unobservabil-
ity), namely Transparency and Intervenability [8], should be
taken into account in system design that intends to process
biometric data.

In this document, we briefly review some Protection Pro-
files (PP) existing in biometrics, and what privacy require-
ments should be considered, in addition to security aspects,
which already meet some standards. Finally, we focus on the
definition of protection profiles that are the guidelines for
certification of security systems. A set of preliminary concepts
of transparency requirements are proposed, which may be
included in a forward protection profile on transparency for
biometric systems environments. These must be centred on
user privacy management to achieve the goal of implemen-
tation of Informed Consent. We analyse potential threats for
privacy, and we propose informal functional requirements for a
transparent biometric system. Note that the present work does
not intend to define a protection profile to cover all types of
systems, but to be a step to study the inclusion of terms and
requirements defined in GDPR.

The paper is divided as follows: In Section II, background
in protection profiles and standards related to biometric are
briefly described, as well as work done in research and other
disciplines as recommendations for evaluation of biometric
systems. In Section III, we propose the essential privacy
requirements that a biometric system should present for its
performance according to GDPR requirements. In Sections IV
and V, discussion and conclusions are presented along with
future work.

II. BACKGROUND IN PROTECTION PROFILES AND
STANDARDS

In order to have a secure privacy-preserving biometric
system, it must comply with six basic security design aspects
or protection goals, as they are required by any computer sys-
tem: Confidentiality, Integrity of the data, Authenticity, Non-
repudiation, Availability, and Privacy-by-Design. Regarding

privacy, there are precise privacy aspects for privacy-preserving
technology that are: Anonymity, Pseudonyms, Unlinkability
and Unobservability [16].

With the upcoming future changes, new protection goals
are essential to be included during the IT system design stage
to achieve transparent secure privacy-preserving systems, they
are Transparency and Intervenability. Transparency brings the
right of notification, and information of data subjects or users.
Intervenability is a term adopted in [8], which refers to the
right of deletion, correction, and objection by data subjects,
as they are gathered in GDPR, that is, to implement self-
determination into systems. To achieve these two essential
aspects, a possible and logical solution would be to seek
Informed Consent of the user by technical means.

Once the protection goals are defined, there is a question
to be asked: Are these protection goals collected in published
technical standards or in any protection profile in biometrics?

The Common Criteria (CC) is an international standard
(ISO/IEC 15408) that sets security requirements for the eval-
uation of IT products or systems [17]. Under the CC, PP
documents are published for the certification of an IT se-
curity product. These define an implementation-independent
set of security requirements, across different categories such
as: access control devices, databases, and data protection
(e.g., cryptographic modules) among others. According to the
current requirements of the latest version of CC (version 3.1),
biometric systems may perform either enrolment or verification
under the authentication framework. So far, there are published
PPs for biometrics on verification mechanisms and fingerprint
spoof detection. However, PPs span different categories which
enforce security aspects, such as confidentiality, integrity of
data in IT products, thus suitable for biometric systems. Some
of those PPs are for Access Control devices, Encryption Sys-
tems for data protection, Smart Cards (ePassport) or Trusted
Computing. Current PPs, relevant for this paper, under the CC
version 3.1 are:
• BSI-CC-PP-0043-2008 Biometric Verification Mech-

anisms Protection Profile: Describes the functionality
of a biometric verification system, defining its func-
tional and assurance requirements [18].

• BSI-CC-PP-0062-2009 Fingerprint Spoof Detection
Protection Profile: The scope of this Protection Profile
is to describe the functionality of a biometric spoof
detection system in terms of CC [19].

Currently, a CC working group is developing the Essential
Security Requirements (ESR) for biometric products in an
upcoming PP, within which the security requirements do not
depend on biometric characteristics [20].

Other technical standards on IT security techniques have
been published by ISO or ANSI (American National Standards
Institute). Concretely, the Joint Technical Committee SC37 of
ISO is responsible for development of technical standards in
biometrics. This is divided into working groups, each which
works on a different topic, such as: harmonised vocabulary,
biometric technical interfaces, data interchanges formats, and
technical implementations among others.

An example of standards in biometrics that might be inter-
esting to systems that process biometric data, is the ISO/IEC
24745. It provides guidance for protection of biometric infor-
mation during transfer and storage, providing confidentiality,
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integrity and revocability as well as providing guidelines on
the protection of user privacy while processing biometric data.
Also, standards that cover data formats for interoperability
which depend on the biometric modality, or for biometric
presentation attack detection are defined in ISO/IEC 19794-
1:2011 and ISO/IEC 30107-2, respectively [21].

We highlight the standard ISO/IEC 30136:2018 published
recently which provides evaluation of accuracy, as well as
the privacy of biometric templates, establishing definitions to
evaluate the biometric template scheme performance [22].

In the literature, technical mechanisms and protocols to
achieve user-centric management have been proposed in sev-
eral works [23], [24], [25] for different frameworks (e.g.,
identity management in the cloud). The work is based on
information exchange security isolating personal information.
In the context of IoT and Smart cities, Martinez, Hernan-
dez, Beltran, Skarmeta and Ruiz (2017) presented an IoT
attribute-based access control platform which empowers the
user to decide which energy data is shared with other entities
defining XACML-based privacy policies [26]. In the context
of biometrics, the efforts are focused on different areas of
authentication, such as proposing more robust storage mecha-
nisms, improving biometric authentication using cryptographic
schemes, or biometric template protection systems. In the latter
area, Gomez-Barrero, Rathgeb, Galbally, Busch, and Fierrez
(2017) work on providing unlinkability and irreversibility in
biometric templates [27]. Besides, the so-called biometric-
system-on-cards (BSoC) or smartcards (considered in ISO/IEC
17839) are proposed for user-centric privacy in biometrics,
[28]. In this case, the user has physically his/her biometric
templates stored in a smartcard. The capture device, signal
processing, feature extraction and comparison are embedded
in a smartcard. In addition, in regulation and standardisation,
proposals on PP for biometric systems under specific standards
of the ISO, and protection profiles and evaluations of biometric
system performance under the CC have been published [29].

Current standards and protection profiles in data protec-
tion neither include data subject preferences in relation to
data sharing, nor consent to process his biometric data, both
threats related to transparency or unfair use of personal data.
Therefore, besides security design aspects, privacy-by-design
requirements must be gathered in future PPs in biometrics.

III. ESSENTIAL PRIVACY REQUIREMENTS FOR
BIOMETRIC PRODUCTS

Data breaches or misuse of personal data, in the specific
case of biometric data, can lead to the invasion of privacy of
the individual, identity impersonation, or other hazards. These
risk the disastrous consequence of the loss of user’s trust to
biometrics and its advantages. Therefore, a first step in the
definition of the security problem is the risk analysis, wherein
risks, to which a biometric system is exposed, are evaluated.

The following threats are applicable in many architectures,
though we focus our attention on systems based on Cloud-
as-a-Service (CaaS). These systems use biometric data to
offer a service, such as voice-assistants including Alexa of
Amazon [30], since voice templates are not solely used for
authentication.

TABLE I. THREATS: UNFAIR USE OF PERSONAL DATA

Threat Description
Profiling or discovering patterns The application of machine learning

techniques for profiling or predictive
consumer scores, which also can lead to
a re-identification of the subject. Data
holders can learn from biometric data.
Processing personal data, such as po-
litical opinions, religious beliefs, sex-
ual orientation etc. to profile individuals
into categories is now prohibited accord-
ing to GDPR.

No-policy-transparency No clear comprehensible communica-
tion regarding data management.

Violation of the principle of proportion-
ality

Biometric data are not only used for
what has been originally intended, but
for other purposes [33].

Monetisation of information Pricing data exchanges between agents
which manages a user’s personal data
[34]

Processing children’s biometric data To process children’s data, such as voice
or faces, without parental authorisation
or consent.

Second-hand data leakage Private data are revealed (unintention-
ally) by a person who has any kind
of relation with another person. Also
named by Barocas, Solon and Nissem-
baum (2014) [35], the tyranny of minor-
ity

Cross-border data transfer The effect of the transfer data to third
countries which do not respect individ-
uals privacy [8].

A. Risk Analysis for Privacy
Attacks or threats, regardless of biometric modality, can be

identified based on where, what and how they are produced.
In the literature, there are some taxonomies wherein threats
of IT systems are identified, such as the CERT taxonomy or
ENISA Taxonomy [31] and [32]. Protection profiles, as well as
standards, collect complete lists of threats, such as eavesdrop-
ping/hijacking (communication channels), failures (physical
or logical), outages, nefarious activity (malware, etc.), which
affect different parts and elements of the architecture of a
general IT system [32]. Specific threats related to biometric
systems are high level threats as discussed in [33], and can be
summarised as follow:

• Spoofing, coercion, mimicry or denial of service at-
tacks can compromise the capture device.

• Pre-processing and feature extraction modules could
be compromised by impostor data, or malware (in
both enrolment and verification stages). This could
happen in the matching and decision modules with
attacks, such as reply, component replacement, or hill
climbing.

• A reference database, i.e., where data are processed
and stored, could be attacked by reading or modify-
ing templates, or changing links between biometric
templates and a user’s ID.

Besides the aforementioned hazards, there are threats to
privacy regarding the misuse of the biometric data. We evaluate
the following threats in Table I as risks of unfair use of data,
therefore, risks for privacy.

B. Informal Privacy Requirements for a Fair and Transparent
System

Following with the exercise of the definition of the security
problem, in this subsection, the informal privacy objectives
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are described. The goal of a user-centric and self-determined
system is to provide a tool to inform, manage and make
decisions concerning outsourced biometric data. In order to
achieve the protection goals listed in [8], a transparent system
must be designed to perform the specific functionalities for
transparency and intervenability (in Table II), besides those
that provide anonymity, unlinkability, pseudonym and unob-
servability. This is summarised as follows:

• Reduce collected attributes of the data subject (data
minimisation principle): Attributes in the context of
biometrics certainly include all kinds of features ex-
tracted for a specific classification task, such as lan-
guage, race, gender and age determination, childhood,
and health conditions, [36].

• Protect sensitive information-flow by means of se-
curity mechanisms already developed (e.g., access
control, language-based techniques, among others),
relying on existing PPs, and provide security and
privacy to biometric data in order to address threats.
Including the aforementioned threats to privacy (e.g.,
BSI-CC-PP-0043-2008 and Standard ISO24174).

• Provide biometric data stored in the system which is
complete, legible, auditable, and understandable to the
user. Moreover, the biometric data should be portable,
which means, in case the user will copy the biometric
data for any reason, it should be in a standardised data
format (e.g., ISO/IEC 19785-1).

• Audit changes on biometric data and provide logs of
any action performed on the data.

An practical example of a system that processes biometric
data (user’s utterances) with no biometric authentication pur-
pose, is an intelligent voice assistant, (e.g., Amazon Alexa).
Biometric data are processed in the cloud to perform the
service. Note that these type of systems can be considered
HbC (Honest-but-Curious), that is, it provides a service while
it tries to retrieve information from the user’s data.

A first step, before data disclosure, is the informed consent
negotiation. The user must be notified about the points listed
in Table II. According to his/her privacy preferences, the
user must have control over those points. These preferences
must be written in a profile (or a privacy certificate written

TABLE II. SYSTEM DESIGN FUNCTIONALITIES

Privacy
Design Aspects

System Functionalities

Transparency Inform the user about:
– Purpose of data collection.
– Retention period of the data in data holder’s

servers.
– Associated privacy risks.
– Data collection periodicity.
– Location of storage servers of data holder.
– If decision making is done or not.

Intervenability System must give options to:
– Accept or decline the purpose of data collection.
– Accept or decline data sharing with third-parties.
– Revoke complete consent for processing.
– Revoke partial consent, such as data sharing.
– Erase data stored in data holder’s servers.
– Allow or deny decision making over user’s data.

in XML-based language, for instance) and shared with the
system in the cloud. Note that the privacy profile should be
updated periodically with user’s preferences. The cloud must
check the procedures that it will apply to the data, such as
algorithms, outsourcing, purpose, retention time, etc. Later, it
should inform the client which options it is able to fulfil. The
client receives the server’s options and checks the conditions.
Sequentially, once the handshake is performed, the client is
ready to share the biometric data, previously processed (i.e.,
applying anonymisation or marking algorithms, such as speech
watermarking). Once these steps are performed, the data are
sent to the cloud and stored following security requirements for
sensitive data. In case that the negotiations ended in a deadlock,
the user should able to decide to share the data with the best
conditions that the server offers to preserve privacy, otherwise
decline the use of his/her biometric data. In case of consent
revocation, the system should look into the database, identify
the user’s data, and erase them.

IV. DISCUSSION

GDPR pays attention to biometrics in Art. 9 Paragraph 1
which says: ”(...) the processing of genetic data, biometric
data for the purpose of uniquely identifying a natural person,
data concerning health or data concerning a natural person’s
sex life or sexual orientation shall be prohibited.” Following
a list of exceptions is specified, where the first exception is
described in Paragraph 2.a: ”the data subject has given explicit
consent to the processing of those personal data for one or
more specified purposes (...)”. It may seem that the prohibition
is in vague terms. Since once given the consent, it may give
rise to continue with the misuse practices, with the difference
that now the user is supposedly informed. This point is related
to the user’s behaviour at the time of reading the privacy
policies. It has been observed that the user is aware of the
importance of disclosure of sensitive data. In an experiment
conducted by Naeini et al. in the context of the IoT, users
appreciate being informed about the purpose and periodicity
of data acquisition, [37]. Even so, when deciding about it,
they tend to have a permissive behaviour. The causes can be
diverse and are studied from a psychological point of view.
Nonetheless, a reason has been proven to be linked to the
prize obtained in exchange for granting the data, as preliminary
results were shown by Bock (2018), who concludes that a
solution for educating users is needed [38].

To the best of our knowledge, self-determination is im-
possible to implement with current technical mechanisms.
The systems are not designed to allow such configuration.
As we briefly reviewed, methods are being developed to
incorporate intervenability into systems. A first intuition is to
bring into mobile phones the same functional philosophy of
smartcards, since they are more powerful computationally than
a smartcard. In this case, as Sanchez-Reillo (2017) compels
in [28], this option is not feasible, since the smartphones
are multipurpose devices, respect for the security constraints
of smartcards may be in conflict with other purposes. An
example of this statement may be our case of use, voice
assistants pre-installed in Android smartphones. They are able
to perform more tasks beyond simply to search or send SMS.
They can be launched remotely with no user privileges either
by the manufacturer or by external attackers, as has been
demonstrated by Alepis and Patsakis (2017), [39]. In such
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situations, current mechanisms of access control, encryption,
or anonymisation are insufficient.

For these reasons, GDPR data subjects requirements re-
garding data management are currently not possible to guar-
antee. At present, we must rely on user data management
platforms in the cloud provided by the data holder. In case of
revocation of consent or account deletions, if this information
has been disclosed to third parties previously, it is impossible
to trace, and therefore to erase. For this reason, it is urgent to
define protocols and common criteria security certificates with
a thorough list of functional privacy and security requirements,
as discussed in the paper.

V. CONCLUSION AND FUTURE WORK

In order to create biometric systems respectful of user
privacy while fulfilling GDPR requirements, new concepts in
the design and implementation of privacy are needed. As stated
earlier, along with the essential security requirements, privacy
concepts and aspects (Unlinkability, Anonymity, Pseudonyms,
Unobsevability) are defined in standards for IT systems. Never-
theless, two more aspects must be added to the list to accom-
plish users privacy expectations in sensible data processing:
Transparency and Intervenability.

Since the use of biometrics in industry must provide
accountability towards customers and data regulators, their
systems should enforce the standards for biometrics. In this
paper, we presented the outlook for biometric systems to
embed the GDPR requirements, within which new privacy
aspects are defined besides the well-known security aspects.
We reviewed standards regarding biometric systems. With the
idea to contribute to the analysis of further protection profiles
for biometric systems, we presented the essential privacy
requirements a biometric system should meet with focus on
Transparency and Intervenability. For that purpose, potential
threats of the unfair use of sensitive data were included in the
list of threats related to biometric systems that are met in stan-
dard documentation. Some of those are profiling, no-policy-
transparency, violation of the principle of proportionality, and
cross-border data transfer. Regarding informal requirements,
we consider it essential to reduce collected attributes of data
subjects, apply user privacy preferences on data processing,
and provide management permissions to the user allowing
revocable consent.

For setting up PPs, basic aspects of transparency are nec-
essary to be depicted in the CC. The current version 3.1 of CC
lacks a family of the aforementioned essential privacy aspects,
i.e., Transparency and Intervenability. Our contribution can be
a first step to include in current version of the current CC.
These two new families in the Functional Privacy Class (FPR)
may be called (following the standard naming convention)
FPR TRP and FPR INV, Transparency and Intervenability
families, respectively.

Our future work continues with transparency, by means
of the implementation of informed consent into protocols for
user-centred systems.
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